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less spectacular but is extremely significant for an under-
standing of the superfluid phase: if the liquid is cooled
through the lambda transition in a bucket that is slowly
rotating, then, as the temperature decreases toward ab-
solute zero, the liquid appears gradually to come to rest
with respect to the laboratory even though the bucket
continues to rotate. This nonrotation effect is completely
reversible: the apparent velocity of rotation depends only
on the temperature and not on the history of the system.
Most of these phenomena also have been observed in the
superfluid phase of liquid *He. though in somewhat less
spectacular form.

It is thought that there is a close connection between
the phenomena of superfluidity and superconductivity;
indeed. from a phenomenological point of view supercon-
ductivity is simply superfluidity occurring in an electrically
charged system. Thus, the frictionless flow of superfluid
‘He through narrow capillaries parallels the frictionless
carrying of electric current by the electrons in a supercon-
ductor, and the ability of helium to sustain circulating mass
currents in a ring-shaped container is closely analogous to
the persistence of electric currents in a superconducting
ring. Less obviously, it turns out that the nonrotation
effect is the exact analogue of the Meissner effect in su-
perconductors (see above Superconductivity). Many other
characteristic features of superconductivity, such as the
existence of vortices and the Josephson effect, have been
observed in the superfluid phases of both *He and *He.

The accepted theoretical understanding of superfluidity
(or superconductivity) is based on the idea that an ex-
tremely large number of atoms (or electrons) show iden-
tical, and moreover essentially quantum mechanical, be-
haviour; that is to say, the system is described by a single,
coherent. quantum mechanical wave function. A single
electron in an atom cannot rotate around the nucleus in
any arbitrary orbit; rather, quantum mechanics requires
that it rotate in such a way that its angular momentum
is quantized so as to be a multiple (including zero) of
h/2z. where h is Planck’s constant. This is the origin of,
for example. the phenomenon of atomic diamagnetism.
Similarly, a single atom (or molecule) placed in a ring-
shaped container is allowed by quantum mechanics to
travel around the ring with only certain definite velocities,
including zero. In an ordinary liquid such as water, the
thermal disorder ensures that the atoms (or molecules) are
distributed over the different (quantized) states available
to them in such a way that the average velocity is not
quantized; thus. when the container rotates and the lig-
uid is given sufficient time to come into equilibrium, it
rotates along with the container in accordance with every-
day experience.

In a superfluid system the situation is quite different.
The simpler case is that of “He, a liquid consisting of
atoms that have total spin angular momentum equal «to
zero and whose distribution between their possible states
is therefore believed to be governed by a principle known
as Bose statistics. A gas of such atoms without interactions
between them would undergo, at some temperature 7o,
a phenomenon known as Bose condensation: below T
a finite fraction of all the atoms occupy a single state,
normally that of lowest energy, and this fraction increases
toward one as the temperature falls toward absolute zero,
These atoms are said to be condensed. It is widely believed
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that a similar phenomenon should also occur for a liquid
such as *He, in which the interaction between atoms is
quite important, and that the lambda transition of ‘He
IS just the onset of Bose condensation. (The reason that
this phenomenon is not seen in other systems of spin-zero
atoms such as neon-22 is simply that. as the temperature
is lowered, freezing occurs first.) If this is so, then, for
temperatures below the lambda transition. a finite frac-
tion of all the atoms must decide cooperatively which
ome of the possible quantized states they will all occupy.
In particular, if the container is rotating at a sufficiently
slow speed, these condensed atoms will occupy the non-
rotating state—i.e., they will be at rest with respect to the
laboratory—while the rest will behave normally and will
distribute themselves in such a way that on average they
rotate with the container. As a result. as the temperature
is lowered and the fraction of eondensed atoms increases,
the liquid will appear gradually to come to rest with re-
spect to the laboratory (or, more accurately, to the fixed
stars). Similarly, when the liquid is flowing through a
small capillary, the condensed atoms cannot be scattered
by the walls one at a time since they are forced by Bose
statistics to occupy the same state. They must be scattered.
if at all, simultaneously. Since this process is extremely
improbable, the liquid, or more precisely the condensed
fraction of it, flows without any apparent friction. The
other characteristic manifestations of superfluidity can be
explained along similar lines.

The idea of Bose condensation is not directly applica-
ble to liquid *He, because *He atoms have spin angular
momentum equal to 1/2 (in units of 4/2x) and their dis-
tribution among states is therefore believed to be governed
by a different principle, known as Fermi statistics. It is
believed, however, that in the superfluid phase of 3He the
atoms, like the electrons in a superconductor (see above
Superconductivity), pair off to form Cooper pairs—a sort
of quasimolecular complex—whicly have integral spin and
therefore effectively obey Bose rather than Fermi statistics,
In particular, as soon as the Cooper pairs are formed, they
undergo a sort of Bose condensation, and subsequently
the arguments given above for ‘He apply equally to them.
As in the case of the electrons in superconductors, a finite
energy, the so-called energy gap 4, is necessary to break
up the pairs (or at least most of them), and as a result the
thermodynamics of superfluid *He.is quite similar to that
of superconductors:; There is one important difference be-
tween the two cases. Whereas in a classic superconductor
the electrons pair off with opposite spins and zero total
angular momentum, making the internal structure of the
Cooper pairs rather featureless, in *He the atoms pair with
parallel spins and nonzero total angular momentum, so
that the internal structure of the pairs is much richer and
more interesting. One manifestation of this is that there
are three superfluid phases of liquid *He, cailed A4, B, and
Ay, which are distinguished by the different internal struc-
tures of the Cooper pairs. The B phase is in most respects
similar to a classic superconductor, whereas the 4 (and
Ay) phase is strongly anisotropic in its properties and has
an energy gap that actually vanishes for some directions
of lni{tion. As a result, some of the superfluid properties
of the’d and A, phases are markedly different from those
of “He or *He-B and are indeed unique among known
physical systems. (AJ.L)

HIGH-PRESSURE PHENOMENA

Matter undergoes significant changes in physical, chemi-
cal, and structural characteristics when subjected to high
pressure. Pressure thus serves as a versatile tool in ma-
terials research, and it is especially important in the in-
vestigation of the rocks and minerals that form the deep
interior of the Earth and other planets. Pressure, defined
as a force applied to an area, is a thermochemical variable
that induces physical and chemical changes comparable
to the more familiar effects of temperature. Liquid wa-
ter, for example. transforms to solid ice when cooled to
temperatures below 0° C (32° F), but ice can also be

produced at room temperature by compressing water to
pressures roughly 10,000 times above atmospheric pres-
sure. Similarly, water converts to its gaseous form at high
temperature or at low pressure, )

In spite of the superficial similarity between temperature
and pressure, these two variables are fundamentally dif-
ferent in the ways they affect a material’s internal energy.
Temperature variations reflect changes in the kinetic en-
ergy and thus in the entropy of vibrating atoms. Increased
pressure, on the other hand, alters the electron interaction
energy of atomic bonds by forcing atoms closer together in

Matter 683

Superfluid
phases
of 3He




684

Units of
pressure

Simple
anvil
devices

Matter

a smaller volume. Pressure thus serves as a powerful probe
of atomic interactions and chemical bonding. Further-
more, pressure is an important tool for synthesizing dense
structures, including superhard materials, novel solidified
gases and liquids, and mineral-like phases suspected to
occur deep within the Earth and other planets.

Numerous units for measuring pressure have been intro-
duced and, at times, are confused in the literature. The at-
mosphere (atm; approximately 1.034 kilograms per square
centimetre [14.7 pounds per square inch], equivalent to
the weight of about 760 millimetres [30 inches] of mer-
cury) and the bar (equivalent to one kilogram per square
centimetre) are often cited. Coincidently, these units are
almost identical (1 bar = 0.987 atm). The pascal, defined
as one newton per square metre (1 Pa = 0.00001 bar),
is the official SI (Systéme International d'Unités) unit of
pressure. Nevertheless, the pascal has not gained universal
acceptance among high-pressure researchers, perhaps be-
cause of the awkward necessity of using the gigapascal (i
GPa = 10,000 bars) and terapascal (1 TPa = 10,000,000
bars) in describing high-pressure results.

In everyday. experience, greater-than-ambient pressures
are encountered in, for example, pressure cookers (about
1.5 atm), pneximatic automobile and truck tires (usually
2 to 3 atm), and, steam systems (up to 20 atm). In the
context of materials research, however, “high pressure”
usually refers to préssures in the range of thousands to
millions of atmospheres.

Studies of matter under high pressure are especially im-
portant in a planetary context. Objects in the deepest
trench of the Pacific Ocean are subjected to about 0.1 GPa
(roughly 1,000 atm), equivalent to the pressure beneath a
three-kilometre column of rock. The pressure at the centre
of the Earth exceeds 300 GPa, and pressures inside the
largest planets—Saturn and Jupiter—are estimated to be
roughly 2 and 10 TPa, respectively. At the upper extreme,
pressures inside stars may exceed 1,000,000,000 TPa.

Producing high pressure

Scientists study materials at high pressure by confining
samples in specially designed machines that apply a force
to the sample area. Prior to 1900 these studies were con-
ducted in rather crude iron or steel cylinders, usually with
relatively inefficient screw seals. Maximum laboratory
pressures were limited to about 0.3 GPa, and explosions
of the cylinders were a common and sometimes injuri-
ous occurrence. Dramatic improvements in high-pressure
apparatuses and measuring techniques were introduced
by the American physicist Percy Williams Bridgman of
Harvard University in Cambridge, Mass. In 1905 Bridg-
man discovered a method of packing pressurized samples,
including gases and liquids, in such a way that the seal-
ing gasket always experienced a higher pressure than the
sample under study, thereby confining the sample and re-
ducing the risk of experimental failure. Bridgman not only
routinely attained pressures above 30,000 atm, but he also
was able to study fluids and other difficult samples.

LARGE-VOLUME APPARATUSES
Sustained high pressures and temperatures are now com-
monly produced in massive presses that focus large forces
(up to thousands of tons) through two or more strong
anvils to compress a2 sample. The simplest of these de-
vices, introduced by Bridgman in the 1930s, employs two
tapered anvils that squeeze the sample like a vise (sce
Figure 52). Although capable of very high pressures—in
excess of 50 GPa in designs with sufficient lateral anvil
support—the axial force of the squeezer tends to deform
samples into extremely flattened, highly strained disks.
The piston-in-cylinder design, in use for more than a
century, incorporates a strong metal or carbide piston that
is rammed into a sample-confining cylinder. In principle,
the piston can be quite long, so a piston-cylinder design
can accommodate a much larger volume of sample than
the squeezer, depending on the dimensions of the sample-
holding cylinder. These devices are rarely used at pressures
above about 10 GPa owing to the likelihood of lateral
failure (namely, explosive bursting) of the metal cylinder.
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Figure 52: High-pressure apparatuses.
In each device, (A) anvils of carbide (stippied) and steel
compress (B) a sample. Electric leads (+ and —) provide
heating capability.
" "m:t."k_ on, r'r': JE Tyd'ﬂ'mm v: 4T Now-Dec 3083 p pp°."1"£s-mz.
ig. 1 (s & e); copyright by the Mineralogical Society of America

The belt apparatus, invented in 1954 by the scientist
Tracy Hall of the General Electric Company for use
in the company’s diamond-making program, incorporates
features of both opposed-anvil and piston-cylinder designs
(see Figure 52). Two highly tapered pistonlike anvils com-
press a sample that is confined in a torus, much like a
cylinder open at both ends. Hundreds of belt-type devices
are in use worldwide in diamond synthesis.

Many high-pressure researchers now employ split-sphere
or multianvil devices, which compress a sample uniformly
from all sides. Versions with six anvils that press against
the six faces of a cube-shaped sample (see Figure 52) or
with eight anvils that compress an octahedral sample are
in widespread use. Unlike the simple squeezer, piston-
cylinder, and belt apparatuses, multianvil devices can com-
press a sample uniformly from all sides, while achieving a
pressure range with an upper limit of at least 30 GPa. All
these types of high-pressure apparatuses can be fitted with
a resistance heater, typically a sample-surrounding cylin-
der of graphite or another electrically conducting heating
element, for studies at temperatures up to 2,000° C.




THE DIAMOND-ANVIL CELL

The diamond-anvil pressure cell, in which two gem-quality
diamonds apply a force to the sample, revolutionized
high-pressure research (see Figure 53). The diamond-anvil
cell was invented in 1958 almost simultaneously by work-
ers at the National Bureau of Standards in Washington,
D.C., and at the University of Chicago. The diamond-
cell design represented a logical outgrowth of Bridgman'’s
simple squeezer, but it had one significant advantage
over all other high-pressure apparatuses. Diamond, while
extremely strong, is also transparent to many kinds of
electromagnetic radiation, including gamma rays, X rays,
visible light, and much of the infrared and ultraviolet
region. The diamond cell thus provided the first opportu-
nity for high-pressure researchers to observe visually the
effects of pressure, and it allowed convenient access for
many kinds of experimental techniques, notably X-ray
diffraction, Méssbauer (gamma-ray), infrared, and Raman
. spectroscopies, and other optical spectroscopies.

The utility of the diamond cell was greatly enhanced
when Alvin Van Valkenburg, one of the original dia-
mond-cell inventors at the National Bureau of Standards,
placed a thin metal foil gasket between the two diamond-
anvil faces. Liquids and other fluid samples could thus
be confined in a sample chamber defined by the cylin-
drical gasket wall and flat diamond ends. In 1963 Van
Valkenburg became the first person to observe water, al-
cohol, and other liquids crystallize at high pressure. The
gasketed geometry also permitted for the first time X-ray
and optical studies of uncrushed single crystals that were
hydrostatically pressurized by a fluid medium.

The diamond-anvil cell holds all records for sustained
high pressures. The 100 GPa (megabar) mark was sur-
passed in December 1975 by the geophysicists Ho-kwang
Mao and Peter M. Bell, both of the Geophysical Labora-
tory of the Carnegie Institution of Washington, in Wash-
ington, D.C., where they subsequently attained diamond-
cell pressures of approximately 300 GPa. Heating of dia-
mond-cell samples, with both resistance heaters and lasers,
has extended accessible pressure-temperature conditions
to those that prevail in most of the solid Earth.

The highest transient laboratory pressures are generated
with high-velocity projectiles that induce extreme shock
pressures (which often reach many millions of atmo-
spheres) for times on the order of one microsecond. Shock
waves generated by explosions or gas-propelled projectiles
induce dramatic changes in physical properties, as well
as rapid polymorphic transformations. Carefully timed
intense pulses of X rays or laser light can be used to
probe these transient environments. While dynamic high-
pressure studies are limited by the difficulty of making
precise measurements in such short time periods, these
shock techniques have provided insights into changes in
atomic structure and properties that occur at extreme
conditions. Explosive shock compression has also become

_an important tool for the synthesis of microcrystalline di-
amond, which is employed in the polishing of gemstones
and other hard materials.

Physical and chemical effects of high pressure

The principal effect of high pressure, observed in all
materials, is a reduction in volume and a correspond-
ing shortening of mean interatomic distances. Coincident
with these structural modifications are numerous changes,
often dramatic, in physical properties.

In four decades of high-pressure research, Bridgman,
whose work was honoured by the 1946 Nobel Prize for
Physics, documented effects of pressure on electric con-
ductivity, thermal conductivity, viscosity, melting, reaction
kinetics, and other material properties. Pressure was found
to induce both continuous and discontinuous changes in
matter. Bridgman and others observed smoothly varying
trends in properties such as electric conductivity or volume
versus pressure for most materials. Some substances, how-
ever, displayed sharp, reproducible discontinuities in these
properties at specific pressures. Dramatic sudden drops
in the electric resistance and volume of bismuth, lead,
and other metals were carefullv documented and provided
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Figure 53: The diamond-anvil cell and gasket.

From HK. Mac and P.M. Bek, “Design of the Diamond-Window, High-Pressure Apparatus
for . Wm«mamwmm

1978-79; reprinted from Papers from the ical L y. Camegie institution of
Washington Year Book 78 AN

Bridgman with a useful internal pressure stafidard for his
experiments. These experiments also demonstrated the ef-
fectiveness of pressure for studying continuous changes in
properties (under uniform compression) and discontinu-
ous changes (phase transitions).

PHASE TRANSITIONS

Under sufficiently high pressure, every material is expected
to undergo structural transformations to denser, more
closely packed atomic arrangements. At room tempera-
ture, for example, all gases solidify at pressures not greater
than about 15 GPa. Molecular solids like water ice (H,0)
and carbon tetrachloride (CCl,) often undergo a series of
structural transitions, characterized by successively denser
arrangements of molecular units. .

A different transition mode is observed in oxides, sili-
cates, and other types of ionic compounds that comprise
most rock-forming minerals. In these materials, metal
or semimetal atoms such as magnesium (Mg) or silicon
(Si) are surrounded by regular tetrahedral or octahedral
arrangements of four or six oxygen (O) atoms, respec-
tively. High-pressure phase transitions of such minerals
often involve a structural rearrangement that increases
the number of oxygen atoms around each central cation.
The common mineral quartz (SiO,), for example, contains
four-coordinated silicon at low pressure, but it transforms
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to the dense stishovite form with six-coordinated silicon
at about 8 GPa. Similarly, the pyroxene mineral with
formula MgSiO, at room pressure contains magnesium
and silicon in six- and four-coordination, respectively, but
the pyroxene transforms to the perovskite structure with
eight-coordinated magnesium and six-coordinated silicon
above 25 GPa. Each of these high-pressure phase transi-
tions results in a denser structure with increased packing
efficiency of atoms. A

The British scientist J.D. Bernal predicted in 1928 that
all matter should ultimately become metallic at suffi-
cient pressure, as the forced overlap of electron orbitals
induces electron delocalization. High-pressure transforma-
tions from insulator to metal were first observed in iodine,
silicon, germanium, and other elements by the American
chemist Harry G. Drickamer and his coworkers at the
University of Illinois at Urbana-Champaign in the early
1960s. Subsequently, metallization has been documented
in several more elements (including the gases xenon and

oxygen), as well as in numerous molecular, ionic, and
covalent chemical compounds. The effort to metallize
the element hydrogen at a predicted pressure of several
million atmespheres remains a significant challenge in ex-
perimental physics.

COMPRESSION

High-pressure X-ray crystallographic studies of atomic
structure reveal three principal compression mechanisms
in solids: bond compression, bond-angle bending, and in-
termolecular compression; they are illustrated in Figure
54. Bond compression—i.e., the shortening of interatomic
distances—occurs to some extent in all compounds at high
pressure. The magnitude of this effect has been shown
both theoretically and empirically to be related to bond
strength. Strong covalent carbon-carbon bonds in diamond
experience the lowest percentage of compression: roughly
0.07 percent per GPa. Similarly, ionic bonds between
highly charged cations and anions, such as bonds between

From A.M. Hazen and L W. Fi . "Crysials at High Pr "
Tom R Hazen and L W. inger. "Crytals al i Preamure,

c., all rights
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Figure 54: Three compression mechanisms in crystals.




Si** and O?" in silicates, are relatively incompressible (less
than 0.2 percent per GPa). Relatively weak bonds in alkali
halides, on the other hand, display bond compressibilities
that often exceed 5.0 percent per GPa.

Many common materials display different bonding char-
acteristics in different directions; this occurs notably in lay-
ered compounds (e.g., graphite and layered silicates such
as micas) and in chain compounds (e.g., many polymeric
compounds and chain silicates, including some varieties
of asbestos). The strong dependence of bond compression
on bond strength thus commonly leads to anisotropies—
that is, significant differences in compression in different
crystal directions. In many layered-structure silicates, such
as mica, in which relatively strong and rigid layers contain-
ing magnesium-oxygen, aluminum-oxygen, and silicon-
oxygen bonds alternate with weaker layers containing al-
kali cations, compressibility is five times greater perpendic-
ular to the layers than within the layers. This differential
compressibility and the associated stresses that develop in
a high-pressure geologic environment contribute to the de-
velopment of dramatic layered textures in mica-rich rocks
such as schist.

Many common ionic compounds, including the rock-
forming minerals quartz, feldspar, garnet, zeolite, and
perovskite (the high-pressure MgSiO; form of which is
thought to be the Earth’s most abundant mineral), are
composed of corner-linked clusters—or frameworks—of
atomic polyhedrons. A polyhedron consists of a central
cation, typically silicon or aluminum in common miner-
als, surrounded by a regular tetrahedron or octahedron
of four or six oxygen atoms, respectively. In framework
structures every oxygen atom is bonded to two tetrahe-
dral or octahedral cations, resulting in a three-dimen-
sional polyhedral network. In these materials significant
compression can occur by bending the metal-oxygen-
metal bond angles between the polyhedrons. The volume
change resulting from this bending, and the associated
collapse of interpolyhedral spaces. is typically an order of
magnitude greater than compression due to bond-length
changes alone. Framework structures, consequently, are
often much more compressible than structures with only
edge- or face-sharing polyhedrons, whose compression is
attributable predominantly to bond shortening.

Molecular solids—including ice, solidified gases such as
solid oxygen (O,), hydrogen (H,), and methane (CH,),
and virtually all organic compounds—consist of an array
of discrete, rigid molecules that are linked to one an-
other by weak hydrogen bonds and van der Waals forces.
Compression in these materials generally occurs by large
decreases in intermolecular distances (often approaching
10 percent per GPa), in contrast to minimal intramolec-
ular compression. Differences in the intermolecular ver-
sus intramolécular compression mechanisms lead in some
cases to significantly anisotropic compression. Graphite,
the low-pressure layered form of elemental carbon in
which the “molecules” are continuous two-dimensional
sheets, exhibits perhaps the most extreme example of this
phenomenon. Carbon-carbon bonds within graphite layers
compress only 0.07 percent per GPa (similar to C-C bond
compression in diamond), while interlayer compression,
dominated by van der Waals forces acting between carbon
sheets, is approximately 45 times greater.

EFFECTS ON ELECTRIC AND MAGNETIC PROPERTIES

The measurement of electric and magnetic properties of
materials in a high-pressure environment entails consid-
erable experimental difficulties, especially those associated
with attaching leads to pressurized samples or detecting
small signals from the experiment. Nevertheless, electric
conductivities of numerous materials at high pressures
have been documented. The principal classes of solids—in-
sulators, semiconductors, metals, and superconductors—
are distinguished on the basis of electric conductivity and
its variation with temperature (see above Solid state). In-
sulators, which include most rock-forming oxides and sil-
icates, have been investigated extensively by geophysicists
concerned primarily with the behaviour and properties
of deep-earth rocks and minerals at extreme conditions.
Indeed. it was once hoped that laboratory constraints on
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such properties could be tied to known values of the
Earth’s electric and magnetic properties and thus constrain
the composition and temperature gradients of Earth mod-
els. It appears, however, that small variations in mineral
composition (e.g., the ratio of ferrous to ferric iron) as well
as defect properties can play a role orders of magnitude
greater than that of pressure alone.

Properties of semiconductors are highly sensitive to pres-
sure, because small changes in structure can result in
large changes in electronic properties. The metallizations
of silicon and germanium, which are accompanied by an
orders-of-magnitude increase in electric conductivity, rep-
resent extreme cases of such changes. While simple metals
display a general trend of increased conductivity with in-
creased pressure, there are many exceptions. Calcium and
strontium exhibit maxima in electric conductivity at 30
and 4 GPa, respectively, while barium and arsenic display
both maxima and minima with increasing pressure. Ionic
conductors, on the other hand, generally experience de-
creased electric conductivity at high pressure owing to the
collapse of ion pathways.

Pressure has been found to be a sensitive probe of
the effects of structure on superconductivity, because the
structural changes brought about by pressure often have
a significant effect on the critical temperature. In simple
metals, pressure tends to decrease the critical tempera-
ture, eventually suppressing superconductivity altogether.
In some organic superconductors, on the other hand,
superconductivity appears only at high pressure (and tem-
peratures near absolute zero). In several of the layered
copper-oxide high-temperature superconductors, pressure
has a strong positive effect on critical temperature; this
phenomenon led to the synthesis of new varieties of su-
perconductors in which smaller cations are used to mimic
the structural effect of pressure.

The first measurements of magnetic properties at high
pressure were conducted on samples in a diamond-anvil
cell using Mossbauer spectroscopy, which is a technique
that can probe the coupling of a magnetic field with the
nuclear magnetic dipole. High-pressure ferromagnetic-to-
paramagnetic transitions were documented in iron metal
and in magnetite (Fe,O,), while Curie temperatures (i.e.,
the temperature above which the ferromagnetic properties
of a material cease to exist) in several metallic elements
were found to shift slightly. Subsequent research has em-
ployed high-pressure devices constructed of nonmagnetic
beryllium-copper alloys, which were developed for re-
search on samples subjected to strong magnetic fields.

Applications

DIAMOND MAKING

While modest pressures (less than l,bﬂo atm) have long
been used in the manufacture of plastics;.in the synthesis
of chromium dioxide for magnetic recdrding tape, and
in the growth of large, high-quality quartz crystals, the
principal application of high-pressure materials technol-
ogy lies in the synthesis of diamond and other superhard
abrasives. Approximately 100 tons of synthetic diamond
are produced each year—a weight comparable to the total
amount of diamond mined since biblical times. For cen-
turies diamonds had been identified only as an unusual
mineral found in river gravels; scientists had no clear idea
about their mode of origin until the late 1860s, when South
African miners found diamond embedded in its native
matrix, the high-pressure volcanic rock called kimberlite.
Efforts to make diamond by subjecting graphitic carbon
to high pressure began shortly after that historic discovery.

Prior to the work of Bridgman, sufficient laboratory
pressures for driving the graphite-to-diamond transition
had not been achieved. Bridgman’s opposed-anvil device
demonstrated that the necessary pressures could be sus-
tained, but high temperatures were required to overcome
the kinetic barrier to the transformation. Following World
War II, several industrial laboratories, including Allmanna
Svenska Elektriska Aktiebolaget (ASEA) in Sweden and
Norton Company and General Electric in the United
States, undertook major efforts to develop a commercial
process. Diamond was first synthesized in a reproducible,
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commercially viable experiment in December 1954, when
Tracy Hall, working for General Electric, subjected a mix-
ture of iron sulfide and carbon to approximately 6 GPa
and 1,500° C in a belt-type apparatus. General Electric
employees soon standardized the processes and discovered
that a melted ferrous metal, which acts as a catalyst, is
essential for diamond growth at these conditions.

EARTH SCIENCE

Diamond-making techniques have been embraced by
Earth scientists in their efforts to simulate conditions in
the Earth’s deep interior. Of special significance were the
high-pressure syntheses of two new forms of silicates. In
1960 Sergei Stishov, while at the Institute of High-Pressure
Physics in Moscow, subjected ordinary beach sand (com-
posed of the mineral quartz Si0,) to more than 8 GPa
of pressure and high temperatures. The form of silica that
he produced was approximately 62 percent denser than
quartz and was the first known high-pressure compound
to contain silicon in six-coordination rather than the four-
coordination found in virtually all crustal minerals. The
natural occurrence of this new synthetic material was
confirmed within a few weeks by careful examination of
shocked matenal from Meteor Crater, Ariz., US. The
mineral was named stishovite.

In 1974 a second high-pressure discovery revolutionized
geologists’ understanding of deep-earth mineralogy when
Lin-gun Liu of the Australian National University used
a diamond-anvil cell to synthesize silicate perovskite, a
dense form of the common mineral enstatite, MgSiO,.
Subsequent studies by Liu revealed that many of the min-
erals believed to constitute the deep interior of the Earth
transform to the perovskite structure at lower mantle
conditions—an observation that led him to propose that
silicate perovskite is the Earth’s most abundant mineral,
perhaps accounting for more than half of the planet’s
volume. (R.M.Ha.)
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and N. DAVID MERMIN, Solid State Physics (1976), an advanced
textbook; GEORGE E. BACON, The Architecture of Solids (1981),
an introduction to bonding and structure; and LINUS PAULING,
The Nature of the Chemical Bond and the Structure of Molecules
and Crystals, 3rd ed. (1960, reissued 1989), the classic reference
work on chemical bonding.

Crystalline solids: A readable treatment of crystal structure
is C.5. BARRETT and T.B. MASSALSKI, Structure of Metals: Crys-
tallographic Methods, Principles, and Data, 3rd rev. ed. (1980).
RALPH W.G. WYCKOFF, Crystal Structures, 2nd ed., 6 vol. (1963-
71), compiles information on known structures. Phase diagrams
of binary alloys are compiled in T.B. MASSALSKI (ed.), Binary
Alloy Phase Diagrams, 2nd ed., 3 vol. (1990); and in wiLLIAM
G. MOFFATT (ed.), The Handbook of Binary Phase Diagrams, 4
vol. (1976- ), published in a regularly updated looseleaf for-
mat. Traditional crystal growing is discussed in J.c. BRICE, The
Growth of Crystals from the Melt (1965); ALAN COTTRELL, An In-
troduction to Metallurgy, 2nd ed. (1975); and MERTON C, FLEM-
MINGs, Solidification Processing (1974). Epitaxy is discussed by
GERALD B. STRINGFELLOW, Organometallic Vapor Phase Epi-
taxy: Theory and Practice (1989); and SEYMOUR P. KELLER (ed.),
Materials. Properties, and Preparation (1980). WILLIAM SHOCK-

LEY, Electrons and Holes in Semiconductors (1950, reprinted
1976), is an introduction; while RICHARD DALVEN, Introduction
to Applied Solid State Physics, 2nd ed. (1990), is an interme-
diate-level text on semiconductors and semiconducting devices.
A wealth of information is available in H.H. LANDOLT and
R. BORNSTEIN, Zahlenwerte und Funktionen aus Naturwis-
Senschaften und Technik, new series, ed. by K.H. HELLWEGE,
known as Landolt-Bérnstein, with a parallel title in English,
Numerical Data and Functional Relationships in Science and
Technology, reflecting the two languages of the work; group
111, Kristall- und Festkérperphysik (or Crystal and Solid State
Physics), contains compiled measurements of semiconductor
properties in vol. 17a-g (1982-85) and resistivity data on all
metals and alloys in vol. 15a, pp. 1-289 (1982), and vol.
15b, pp. 1-47 (1985). Books on magnetism are D.H. MARTIN,
Magnetism in Solids (1967); J0HN E. THOMPSON, The Magnetic
Properties of Materials (1968); and KENNETH HOPE STEWART,
Ferromagnetic Domains (1954). Fullerenes are reviewed in a
special issue of Accounts of Chemical Research, vol. 25, no. 3
(March 1992). ~ (G.D.Ma))

Quasicrystals: Introductions to the topic are availabie
in DAVID R. NELSON, “Quasicrystals,” Scientific American,
255(2):43-51 (August 1986); PETER W. STEPHENS and ALAN L
GOLDMAN, “The Structure of Quasicrystals,” Scientific Amer-
ican, 264(4):44-47, 50-53 (April 1991); and p.J. STEINHARDT,
“Icosahedral Solids: A New Phase of . Matter?,” Science,
238(4831):1242-47 (Nov. 27, 1987). MARTIN GARDNER, “Math-
ematical Games,” Scientific American, 236(1):110-112, 115-
121 (January 1977), discusses Penrose tilings and their remark-
able properties. More technically detailed works are p.p. Di-
VENCENZO and P.J. STEINHARDT (eds.), Quasicrystals: The State
of the Art (1991); and the series Aperiodicity and Order, ed. by
MARKO V. JARIC (1988~ ).

Liquid crystals: The history of the field is surveyed by H.
KELKER, “History of Liquid Crystals,” Molecular Crysials and
Liquid Crystals, 21(1 and 2):1-48 (May 1973). The Nobel Prize
acceptance lecture by P.G. DE GENNES, “Soft Matter,” Reviews of
Modern Physics, 64(3):645-648 (July 1992), sets liquid crystals
in a broader scientific context. Discussions of special topics in
liquid crystals, frequently at a level close 1o this article, may be
found in the periodical Condensed Matter News (bimonthly).
More technical presentations are given in P.G. DE GENNEs, The
Physics of Liquid Crystals (1974); s. CHANDRASEKHAR, Liquid
Crystals, 2nd ed. (1992); and Pp.s. PERSHAN, Structure of Liquid
Crystal Phases (1988). Applications of liquid crystals are de-
scribed in E. XANEKoO, Liguid C rystal TV Displays (1987); and 1.
FUNFSCHILLING, “Liquid Crystals and Liquid Crystal Displays,”
Condensed Matter News, 1:12-16 (1991). (MW)

Amorphous solids: A lucid introductory text accessible to a
nontechnical reader is RICHARD ZALLEN, The Physics of Amor-
phous Solids (1983), with coverage of structural models for
the various classes of amorphous solids as well as percolation
theory, a modern paradigm for disordered systems. A clas-
sic advanced work is N.F. MOTT and E.A. DAVIS, Electronic
Processes in Non-crystalline Materials, Ind ed. (1979), which
features many of the theoretical contributions of Nobel Lau-
reate coauthor Mott. A text providing a thorough treatment
of oxide glasses is . zArRzYCK1, Glasses and the Vitreous State
(1991; originally published in French, 1982). A reference work
with wide coverage of recent research topics, including detailed
treatment of chalcogenide glasses, is s.r. ELLIOTT, Physics of
Amorphous Materials, 2nd ed. (1990). A comprehensive collec-
tion of detailed reviews is contained in r.W. CAHN, P. HAASSEN,
and EJ. KRAMER (eds.), Materials Science and Technology,
vol. 6, Glasses and Amorphous Materials, ed. by J. ZARzYCKI
(1991), including coverage of glass technology, formation, and
structure, oxide glasses, chalcogenide glasses, metallic glasses,
polymeric glasses, and the optical, electric, and mechanical
propertics of glasses. Amorphous silicon is treated in detail in
another work, R.A. STREET, Hydrogenated Amorphous Silicon
(1991). (R.Z)

Liquid state. J.N. MURRELL and E.aA. BOUCHER, Properties of
Liquids and Solutions (1982), is a short introduction to the
physics and chemistry of the liquid state. ROBERT cC. REID,
JOHN M. PRAUSNITZ, and BRUCE E. POLING, The Properties of
Gases and Liquids, 4th ed. (1987), focuses on the vapour-
liquid transition, as opposed to the solid-liquid transition, and
evaluates and illustrates techniques for estimating and corre-
lating properties of gases and liquids, as well as tabulating
the properties of 600 compounds. A. BONDI, Physical Proper-
ties of Molecular Crystals, Liquids, and Glasses (1968), focuses
on the solid-liquid transition as opposed to the vapour-liquid
transition and describes methods for the characterization of
higher-molecular-weight liquids. 1.5. ROWLINSON and F.L. SWIN-
TON, Liquids and Liquid Mixtures, 3rd ed. (1982), provides
a thorough treatment of the physics of fluids and gives some
statistical mechanical theories of the equilibrium properties
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reports include those by M.x. wu er al, “Superconductivity
at 93 K in a New Mixed-Phase Y-Ba-Cu-O Compound Sys-
tem at Ambient Pressure,™ Physical Review Letters, 58(9):908-
910 (March 2, 1987); ANIL KHURANA, “Superconductivity Seen
Above the Boiling Point of Nitrogen,” Physics Today, 40(4):17-
23 (April 1987); K. ALEX MULLER and J. GEORG BEDNORZ, “The
Discovery of a Class of High-Temperature Superconductors,”
Science, 237(4819):1133-39 (Sept. 4, 1987); and STUART A.
WOLF and VLADIMIR z. KRESIN, Novel Superconductivity (1987).
(AJ.L/D.M.Gi)
High-pressure phenomena. p.w. BRIDGMAN, The Physics of
High Pressure, new impression with supplement (1949), remains
the major source of information on high-pressure history and
technology prior to its publication. MAILA L. WALTERS, Science
and Cultural Crisis (1990), surveys Percy Bridgman’s accom-
plishments. ROBERT M. HAZEN, The New Alchemists: Breaking

Through the Barriers of High Pressure (1993). reviews the his-
tory of high-pressure research. panicularly efforts to synthesize
diamond. Collected papers from several biannual conferences
of the International Association for High-Pressure Research
are available in B. VODAR and PH. MARTEAU (eds.). High Pres-
sure Science and Technology, 2 vol. (1980); C. HOMAN, R.K.
MacCRONE, and E. WHALLEY (eds.), High Pressure in Science
and Technology, 3 vol. (1984); N.J. TRAPPENIERS ¢f al. (eds.).
Proceedings of the Xth AIRAPT International High Pressure
Conference on Research in High Pressure Science & Technol-
ogy (1986); and w.p. HOLZAPFEL and P.G. JOHANNSEN (eds.),
High Pressure Science and Technology (1990). Efforts in the
Earth sciences are reviewed by s. AKIMOTO and M.K. MANGH-
NANI (eds.), High-Pressure Research in Geophysics (1982): and
M.H. MANGHNANI and YASUHIKO SYONO (eds.). High-Pressure
Research in Mineral Physics (1987). (R.M.Ha))




